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WEBINAR

UN Big Data Hackathon
Big Data Sources & Analysis Webinar



The 2022 UN Big Data Hackathon 
in numbers...

4 days 60 countries 450 teams 1000+ 
participants
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Available Data Sources

- All public data sets can be used in the UN Big Data Hackathon.

- The use of private and/or copyrighted datasets is not allowed for 
any team.
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Data Sources Summary
Youth 
Track

Big Data Experts 
Track

AIS data (UNGP x IMO) ✅
Open data on AWS registry ✅ ✅
Lloyd’s Register Foundation - World 
Risk Poll (Gallup)

✅ ✅

UNICEF data portal ✅ ✅
The Humanitarian Data Exchange 
(HDX) data portal

✅ ✅

World Bank open data ✅ ✅

Other data sources (ex. IMF, UN, WHO…) will be provided

https://gisis.imo.org/Public/Default.aspx
https://registry.opendata.aws/
https://wrp.lrfoundation.org.uk/about-the-lloyds-register-foundation-world-risk-poll/
https://wrp.lrfoundation.org.uk/about-the-lloyds-register-foundation-world-risk-poll/
https://sdmx.data.unicef.org/webservice/data.html
https://data.humdata.org/
https://data.worldbank.org/
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Data and Platform
- For Youth track: AWS

All public open data sets can be used in the hackathon

Eg : Registry of Open Data on AWS

Relevant data sets within the registry of open data on AWS and many other 
open data sources will be made available directly on the AWS platform.

More details on the AWS platform and the data sets available will be 
discussed during the webinar on the 31st of October

https://registry.opendata.aws/
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Data and Platform: Big Data Experts track

● Data Source: AIS (Automatic Identification System)
● Platform: UN Global Platform
● Link: https://id.officialstatistics.org/



A brief definition
of AIS data
The Automatic Identification System 
(AIS) is an automated, autonomous 
tracking system which is extensively 
used in the maritime world for the 
exchange of navigational information 
between AIS-equipped terminals, 
originally developed for collision 
avoidance



A bit of background
• Developed by the International 

Maritime Organisation (IMO) in 
2004, solely for collision avoidance 
among large vessels at sea that are 
not within range of shore-based 
systems

• Fully automatic transceiver system

• Global coverage

• Real-time data tracked by several 
data providers, and is made 
available to the AIS community 
online



Vessel ID, vessel name, vessel type, vessel size, and the nationality of the ship

AIS data example



Destination, geospatial location, speed, and navigational status on the ship

AIS data example



Source of the transmission, the date and time of the transmission

AIS data example



The UN Global Platform:

• Is a cloud based, collaborative environment

• Developed for use with big data – has the functionality to 
manipulate and work with big data

• Holds big data, methods, algorithms, code and use cases

• Is maintained by the UN Committee of Experts on Big Data 
and Data Science for Official Statistics

• E-learning course: 
https://learning.officialstatistics.org/course/view.php?id=84



Data sources - Panel of speakers

Thierry Schlaudecker
Data Management & Visualization Engineer  
United Nations International Children's Emergency Fund

Dr. Aaron Ions Gardner
Data and Insight Scientist at Lloyd’s Register Foundation

Faizal Thamrin
Data Manager
OCHA Centre for Humanitarian Data



UNICEF Data Portal

Thierry Schlaudecker
Data Management & Visualization Engineer  
United Nations International Children's Emergency Fund



UN Big Data Hackathon

Yves Jaques
Thierry Schlaudecker

October 2022



SDMX Web Services

Available at https://sdmx.data.unicef.org/webservice/data.html

The warehouse supports SDMX, the UN-preferred 

standard for the exchange of statistical data and 

metadata. The standard covers not only data structuring, 

but also the APIs.

The web service builder makes it easy to interactively 

build the URL to deliver a custom CSV file. To generate a 

CSV, make sure CSV is selected as the data format. 

ALL the official data is under the UNICEF agency setting.

Under that Agency there is the GLOBAL dataflow, that 

has cross-sectoral data that is disaggregated only along a 

few common dimensions (country/indicator/sex). There 

are also topic specific dataflows, with many more 

dimensions.

There is also one “secret” option: add 

&lastNObservations=1 to the query string to get just the 

last observation for any particular intersection of 

dimensions (it’s all modelled on a hypercube). Or 

&lastNObservations=n with n being the desired number 

of observations.

https://sdmx.data.unicef.org/webservice/data.html


Reference Data Manager API

Documentation framework available at https://uni-drp-rdm-api-tst.azurewebsites.net/api/doc/index.html 

The Reference Data Manager (RDM) is a 
single source of truth for the most crucial 
UNICEF Reference Data and Reference 
Metadata: indicators, and regional 
aggregations. It holds all of the information 
about how indicators are calculated, 
including definitions, computation methods, 
survey populations, and more. 

In the spirit of Open Data, all RDM data are 
available using publicly available, extensively 
documented communications interfaces 
(APIs) using the industry standard, 
best-practices API documentation framework 
known as “Swagger”. 

https://uni-drp-rdm-api-tst.azurewebsites.net/api/doc/index.html


Challenges

StandardizationLack of disaggregations
Intermittent reporting 

frequency
Data availability



HDX Data Portal

Faizal Thamrin
Data Manager
OCHA Centre for Humanitarian Data



HDX
OCHA Centre for Humanitarian Data

Faizal
Partnerships Team

@humdata



Centre for 
Humanitarian Data

The Hague, the Netherlands

managed by

map >



The mission of the Centre is 
to increase the use and impact of 

data in humanitarian response.

 



What is humanitarian data?

1.
Data about the 
context of the 

crisis

2.
Data about the 
people affected 
and their needs

3.
Data about the 
humanitarian 

response



OUR AIMS

➔ Speed of data
We want to speed up the flow of data from collection to use so that humanitarian responders can 
find and share data that reflects a current day, real-time understanding of a crisis.

➔ Connections in the network
We want to increase the number of organisations partnering with the Centre and each other through 
a shared data infrastructure and shared data goals.

➔ Increase use
We want to ensure data is used better and more often by people making critical decisions in a 
humanitarian response, as well as make data and its related insights more accessible to all. 



We are a global team



Focus Areas for the Centre

DATA 
SERVICES

DATA 
RESPONSIBILITY

DATA 
LITERACY

PREDICTIVE
ANALYTICS



OCHA’s open 
platform for 
sharing data.

The goal of HDX is to 
make humanitarian 
data easy to find and 
use for analysis. 

It was launched in 
2014 and has 
become the go-to 
place for 
humanitarian data. 

http://data.humdata.org

http://data.humata.org/


1.4m
UNIQUE USERS 

IN 2021

19,000+
DATASETS

250+
LOCATIONS

300+
ACTIVE 

ORGANIZATIONS

HDX at a Glance (2021)

1.8m
DOWNLOADS IN 2021



https://centre.humdata.org/hdx-year-in-review-2021/



Featured HDX data grid 



Data Grid

‘Data Grid’  helps users in their quest for good 
and relevant data.  Based on interviews with 
our users, the Data Grid places the most 
important crisis data into six categories and 
27 sub-categories. 



Data Grid: The Data Completeness Grid defines six categories and 21 sub-categories and 
indicates if they are complete, incomplete or missing.

https://data.humdata.org/dashboards/overview-of-data-grids 

https://data.humdata.org/dashboards/overview-of-data-grids


COVID-19 data explorer



What do these 
three visual 
journalism 
pieces have in 
common?



Live HDX Demo by Faizal 
● The HDX homepage
● Data Explorers
● Searching for data
● Checking the metadata
● Downloading data



Thank you and any questions?
 

centre.humdata.org 

      @humdata   |  centrehumdata@un.org
thamrinf@un.org



World risk poll 2021

Dr. Aaron Ions Gardner
Data and Insight Scientist at Lloyd’s Register Foundation



Dr. Aaron Ions Gardner

Data and Insight Scientist

World Risk Poll 2021
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lrfworldriskpoll.com

@LR_Foundation   //   #WorldRiskPoll
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• 121 countries, 125,000 interviews

• Assessing perception and experience of risk

• In places where little or no official data on safety 
exists

• Disaster resilience, violence & harassment at work, 
data privacy & artificial intelligence

• 2019 > 2021

• Build on existing data

• What changed, and what didnʼt?

• Impact of Covid-19 on peopleʼs sense of safety

Lloydʼs Register Foundation World Risk Poll
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We face many different risks in our daily 
lives

Greatest risk to safety in your own words
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Climate change perceptions unchanged – 
in spite of competing risks

Do you think that climate change is a threat?
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New measure reveals global financial 
vulnerability



Individual
Is there anything you could do to protect 

yourself/family in the event of disaster?

Household
How long could you cover basic needs if 

you lost all income?

Community
How much do neighbours care about 

you/your wellbeing?

Society
Have you personally experienced 

discrimination?

43

Lloydʼs Register Foundation Resilience Index
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Lloydʼs Register Foundation Resilience Index
Individual

Is there anything you could do to protect 
yourself/family in the event of disaster?

Household
How long could you cover basic needs if 

you lost all income?

Community
How much do neighbours care about 

you/your wellbeing?

Society
Have you personally experienced 

discrimination?
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Resilience varies significantly at a global level
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Countries experiencing most disasters have 
low resilience index scores
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Disaster follows in the absence of resilience
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Community support is higher in low income 
countries
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One in five globally has experienced discrimination 



lrfworldriskpoll.com
Explore the poll – stories and visual snapshots

Download the full dataset

Apply for funding to turn the World Risk Poll into action

50

lrfworldriskpoll.com

@LR_Foundation   //   #WorldRiskPoll

Dr. Aaron Ions Gardner
Data and Insight Scientist



Experience from the 2021 UN Youth 
Hackathon’s Winning Team

Team Sustainability 
from France



Who are we ? 

Jean-Philippe Kouadio: Data Scientist, based in Abidjan, Côte d’Ivoire

Marine Jouvin: PhD in Development Economics, based in Bordeaux, France

Oumaïma Boukamel: M&E Manager, based in Bordeaux, France



Our Scope
Analysis focusing on Uganda households. 

Analysis based on a sampe of 2225 households 
surveyed by the World Bank and the Ugandan Office of 
Statistics.

Uganda is located in East Africa and has known 
pretty severe lockdown measures during COVID-19. 

Source: Wikipédia



Our objective
Understanding household’s vulnerability to COVID’s consequences in Uganda



Our objective
Understanding household’s vulnerability to COVID’s consequences in Uganda

What is vulnerability ?

“Vulnerability is the inability to resist a hazard or to respond when a disaster has 
occurred. For instance, people who live on plains are more vulnerable to floods than 
people who live higher up.”

unisdr.org
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The data
World Bank Microdata Library: contains 3626 studies 

What we selected: 

LSMS Survey 19-20 
containing data on the 
socio economic 
characteristics of 
households

High Frequency Phone 
survey on COVID 
2020-2021 containing data 
on the impact and coping 
of COVID on households

Combining both datasets enabled us to 
have a set of variables that we could use 
as « predictors » (LSMS variables) and a 

set of variables that we could use as 
« predictions » (COVID data). 

The same sample of 2225 households in Uganda was covered by several 
surveys conducted by the World Bank and the Uganda Bureau of statistics



Data description
• The LSMS contains two datasets: 

• One dataset at the household level
• One dataset at the household member level



Data description
• The LSMS contains two datasets: 

• One dataset at the household level
• One dataset at the household member level

• The high frequency phone survey on COVID contains overall 16 datasets, but we 
used 8 of them: 
• The cover containing identification information
• The household roster containing information on the household members
• A dataset on the level of knowledge of respondents on COVID-19
• A dataset on the behavior adopted by the respondent to cope with the pandemic
• A dataset showing the level of access to COVID protection
• A dataset on the impact of COVID on the crops
• A dataset on the impact of COVID on income (it is an income level dataset meaning that 

there is one observation per income source)
• A dataset on the impact of COVID on food security



Data description

Merging the LSMS datasets: 

- Both datasets contained a unique household ID (baselinehhid) that was 
used to merge both datasets
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Data description

Merging the LSMS datasets: 

- Both datasets contained a unique household ID (baselinehhid) that was 
used to merge both datasets

Merging the High Frequency Phone COVID Survey datasets: 

- All datasets contained a unique household ID (HHID) that was used to 
merge all datasets

Merging the High Frequency Phone COVID Survey datasets: 

- The dataset containing identification information on the survey also 
contained the LSMS household ID (baselinehhid) that unabled us to link the 
datasets.



Data processing and cleaning

STEP 1: Cleaning the two surveys separately
• Check duplicates 
• Fix structural errors
• Outliers identification
• Rename columns to make the variables names more transparent and to avoir duplicated 

of variable names among the different datasets
• Validation and cross-checking



Data processing and cleaning

STEP 2: Synthetizing rosters to get one comprehensive datasets with 1 
observation per household

• LSMS: Synthesis of the household member roster (total household size,  indicators on 
education level, education level of the household head, proportion of litterate household 
members, number of household member per age range and gender etc…) 



Data processing and cleaning

STEP 2: Synthetizing rosters to get one comprehensive datasets with 1 
observation per household

• COVID Survey: The roster dataset contained variables with one line per household*type 
of income source. We synthetized the dataset in order to get for each household total 
the number of income sources, the proportion of income sources completely lost due to 
COVID and the proportion of income sources reduced due to COVID. 



Multiple correspondence analysis (MCA)
• Objective : to segregate households by level of vulnerability

• Method : We rely on a MCA analysis (as we used only categorical variables), followed by a 
hierarchical ascending classification (HAC) consolidated by the k-means method.

• Variables used for segmentation :
• Housing : Materials of the walls, floor and roof of the house, access to electricity, water and 

toilets.
• Assets : Possession of a cellphone, a refrigerator, a motorcycle.
• Farming information : possession of land and crop, and livestock ownership.
• Income : income of the household.
• Household composition : number of persons in the household, education of the household 

head.



Multiple correspondence analysis (MCA)

• Findings : The MCA and 
the ACH result in the 
classification of 
households into 3 distinct 
groups, which explains 
68% of the 
inter-household variance.

• Class 1 : Poor rural 
households

• Class 2 : Vulnerable rural 
households

• Class 3 : Urban, less 
vulnerable, households



Data visualization per cluster



Data visualization per cluster

STEP 1: Import of the the data cleaning and some processing in power BI through 
an R script

STEP 3: Adding the variable clust as a filter so that the user can filter the data per 
cluster

STEP 2: Building the visualisations on 3 thematics: 

- General characteristics of the households

- COVID-19 protection characteristics

- Impact of COVID-19 on the household



Back to our objective
Understanding household’s vulnerability to COVID’s consequences in Uganda

Identifying the most vulnerable 
households towards loss of income due 

to the COVID pandemic:
What are the household profiles that 

are the most likely to lose one or 
several of their income sources due to 

COVID? 

Identifying the most vulnerable 
households towards food 

security: What are the household 
profiles that are most likely to 

face food insecurity due to 
COVID ? 

Identifying the most vulnerable 
households towards education: 

What are the household profiles 
in which children are more likely 

to drop school due to the 
pandemic ? 



Methodology: setting-up classification 
models
• Naive Bayes (with Rstudio)

STEP 1: Import and load packages

Import and load the following packages e1071, caTools, caret

STEP 2: Split the dataset in 2 datasets (split ratio = 0.7), using sample.split. One 
dataset will be the training dataset, the other one will be the test dataset.

STEP 3: Scaling of the datasets to « smooth » the data using the function scale



Methodology: setting-up classification 
models
• Naive Bayes (with Rstudio)

STEP 4: Setting seeds (set.seed(120))

STEP 5: Applying the naiveBayes fonction and generating the classifier using the 
training dataset

STEP 6: Predicting on the test data

STEP 7: Model evaluation (using the confusion matrix to compare the predictions 
with the actual values)



Methodology: setting-up classification 
models
• Decision trees (with Rstudio)

STEP 1: Import and load packages (DAAG, party, rpart, rpart.plot,mlbench, caret, 
pROC, tree)

STEP 2: Converting the « prediction category » in factors (with as.factor) and 
setting seeds (set.seed(1234))

STEP 3: Split the dataset in 2 datasets (split ratio = 0.5). One dataset will be the 
training dataset, the other one will be the test dataset.



Methodology: setting-up classification 
models
• Decision trees (with Rstudio)

STEP4: Tree classification 

STEP 5: Testing the prediction model on the test data and comparing the outputs 
to the actual categories

STEP 6: Model evaluation with the confusion matrix (confusionMatrix function)



Methodology: setting-up classification 
models
• K-NN (with Rstudio)

STEP 1: Inputing relevant values to NA as the K-NN model does not work if the 
data contains empty values

STEP 2: defining a normalization function and run the normalization on the 
predictor



Methodology: setting-up classification 
models
• K-NN (with Rstudio)

STEP 3: Split the dataset in 2 datasets (split ratio = 0.8). One dataset will be the 
training dataset, the other one will be the test dataset.

STEP 4: Run the K-NN function 

STEP 5: Model evaluation with the confusion matrix



Back to our objective
Understanding household’s vulnerability to COVID’s consequences in Uganda

Identifying the most vulnerable 
households towards loss of income due 

to the COVID pandemic:
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are the most likely to lose one or 
several of their income sources due to 

COVID? 

Identifying the most vulnerable 
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security: What are the household 
profiles that are most likely to 

face food insecurity due to 
COVID ? 

Identifying the most vulnerable 
households towards education: 

What are the household profiles 
in which children are more likely 

to drop school due to the 
pandemic ? 



Model 1: Identifying income vulnerability

Category Proportion of income 
sources lost  range

Number of households 
in this category

The household has lost all their income sources during the pandemic =1 123
The household has lost less than 50% of their income sources during the 
pandemic

<0.5 117

The household has lost more than 50% of their income sources during 
the pandemic

>=0.5 292

The household has lost none of their income sources during the 
pandemic

=0 1693

Defining the categories

The proportion of income sources completely lost was calculated from the income source roster 
of the High Frequency Phone Survey on COVID-19, that was cleaned and aggregated. 



Model 1: Identifying 
income vulnerability

Predictors

From the LSMS 
Survey Pre-COVID 

data 

Income
vulnerability

Output: 4 
categories of 

vulnerability levels 
towards income

Within the LSMS dataset we chose the 
following predictors: 

- Rural, roof, floor, walls, 
toilet,water,rooms,elect,tv,radio,refrigerat
or,land_tot,land_cultivated, rent, remit, 
assist, crop, crop_number, cash_crop, 
sell_crop, fies_mod, fies_sev, hh_size, 
adulteq, literacy, work, primary_head, 
secondary_head, tertiary_head



Model 1: Identifying 
income vulnerability

Predictors

From the LSMS 
Survey Pre-COVID 

data 

Income 
vulnerability

Output: 4 
categories of 

vulnerability levels 
towards income

We tested 3 classification methodologies in 
order to select the most performant one: 

- Naives Bayes Classifier

- K-NN



Model 1: Identifying income vulnerability

K-NN Classification results Naive Bayes classification results



Model 1: Identifying income vulnerability

Classification methodology Accuracy CI

Naïve-Bayes (0.4332, 0.5102) 

K-NN (0.6031, 0.6938)

Testing different classification methodology We decided to go for the K-NN based 
on the accuracy confidence interval 
and based on the comparison of  the 
sensitivity and specificity of the 
category « The household lost all their 
income sources » which is the category 
that we want to determine in priority. 
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Model 2: Identifying 
food security 
vulnerability

• This CSI index Score was developed under the 
framework of collaborative research project, 
implemented by WFP and CARE in Kenya, with financial 
support of the UK Department for International 
Development via WFP, The Bill and Melinda Gates 
Foundation, and CARE-USA. 

• Among the items described on the item described on 
the left the High Frequency Phone Survey on COVID 
contains the items a,k,h and l. 

• We used this Score definition to set the ponderations of 
an index we designed in order to assess the food 
insecurity levels of the households during COVID

• Based on this index we defined 4 categories of 
households based on their food insecurity level: “Not 
vulnerable”, “Moderately vulnerable”, “Very 
vulnerable”, “Severely vulnerable”. 



Model 2: Identifying food security 
vulnerability
Question Variable Severity CSI Index Score equivalent Ponderation

Were you or any other adult in your household were 
worried about not having enough food to eat because 
of lack of money or other resources?

 fs_worried 1 1/14

You, or any other adult in your household, were unable 
to eat healthy and nutritious/preferred foods because 
of a lack of money or other resources?

 fs_healthy 1 a. Rely on less preferred and 
less expensive food 

1/14

You, or any other adult in your household, ate only a 
few kinds of foods because of a lack of money or other 
resources?

 fs_few 1 1/14

You, or any other adult in your household, skipped 
meals because of a lack of money or other resources?

 fs_skip 2 k. Reduce number of meals 
eaten in a day

2/14

You, or any other adult in your household, ate less than 
you thought you should because of a lack of money or 
other resources?

 fs_less 1 h. Limit portion size at meal 
time

1/14

Your household ran out of food because of a lack of 
money or other resources?

 fs_ranout 2 2/14
You, or any other adult in your household, were hungry 
but did not eat because there was not enough money 
or other resources for food?

 fs_hungry 2 2/14

You, or any other adult in your household, went 
without eating for a whole day because of a lack of 
money or other resources?

 fs_day 4 l. Skipped entire days without 
eathing

4/14

Defining the index



Model 2: Identifying food security 
vulnerability

Category Index range Number of households 
in this category

Not vulnerable Index==0 563

Moderately vulnerable Index in ]0,0.28[ 639

Very vulnerable Index in [0.28, 0,5[ 380

Severely vulnerable Index in >=0,5 643

Defining the categories

The categories were defined to ensure that the households who checked an item with a severity 
score equal to 4 or two items with a severity score equal to 2 (hence with an index superior or 
equal to 2/7) were in the category very vulnerable or severely vulnerable.



Model 2: Identifying 
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Predictors
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data 
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Security 
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Within the LSMS dataset we chose the 
following predictors: 

- Rural, roof, floor, walls, 
toilet,water,rooms,elect,tv,radio,refrigerat
or,land_tot,land_cultivated, rent, remit, 
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Model 2: Identifying 
food security 
vulnerability

Predictors

From the LSMS 
Survey Pre-COVID 

data 

Food 
Security 

vulnerability

Output: 4 
categories of 

vulnerability levels 
to food insecurity

We tested 3 classification methodologies in 
order to select the most performant one: 

- Naives Bayes Classifier

- K-NN

- Decision Trees



Model 2: Identifying food security 
vulnerability
Naives Bayes

Decision Tree

-N

K-NN



Model 2: Identifying food security 
vulnerability

Classification methodology Accuracy CI

Naïve-Bayes (0.3345, 0.4091)

K-NN (0.2536, 0.3792)

Decision trees (0.4001, 0.459)

Testing different classification methodology

Based on the Accuracy CI we decided 
to go with the Decision tree model. 



Model 2: Identifying food security 
vulnerability

Classification methodology Accuracy CI

Naïve-Bayes (0.3345, 0.4091)
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Back to our objective
Understanding household’s vulnerability to COVID’s consequences in Uganda

Identifying the most vulnerable 
households towards loss of income due 

to the COVID pandemic:
What are the household profiles that 

are the most likely to lose one or 
several of their income sources due to 

COVID? 

Identifying the most vulnerable 
households towards food 

security: What are the household 
profiles that are most likely to 

face food insecurity due to 
COVID ? 

Identifying the most vulnerable 
households towards education: 

What are the household profiles 
in which children are more likely 

to drop school due to the 
pandemic ? 



Model 3: Identifying education access 
vulnerability

Category Value of the variable 
children_school_covid

Number of households 
in this category

The children of the households have continued learning activities after 
the pandemic

=1 1034

The children of the households have stopped learning activities after the 
pandemic 

=2 699

Defining the categories



Model 3: Identifying 
education access 
vulnerability

Predictors

From the LSMS 
Survey Pre-COVID 

data 

Education 
access

vulnerability

Output: 4 
categories of 

vulnerability levels 
towards education

Within the LSMS dataset we chose the 
following predictors: 

- Rural, roof, floor, walls, 
toilet,water,rooms,elect,tv,radio,refrigerat
or,land_tot,land_cultivated, rent, remit, 
assist, crop, crop_number, cash_crop, 
sell_crop, fies_mod, fies_sev, hh_size, 
adulteq, literacy, work, prop_primary, 
prop_secondary, prop_tertiary



Model 3: Identifying 
education access 
vulnerability

Predictors

From the LSMS 
Survey Pre-COVID 

data 

Food 
Security 

vulnerability

Output: 4 
categories of 

vulnerability levels 
to food insecurity

We tested 3 classification methodologies in 
order to select the most performant one: 

- Naives Bayes Classifier

- K-NN



Model 3: Identifying education access 
vulnerability
Naive Bayes K-NN



Model 3: Identifying education access 
vulnerability

Classification methodology Accuracy CI

Naïve-Bayes (0.5177, 0.6047)

K-NN (0.4878, 0.5951)

Testing different classification methodology
Naive Bayes has a better accuracy CI 
but K-NN seems to detect better the 
cases of households whose children has 
stopped learning during COVID. In the 
logic of detecting vulnerability this is 
our priority: we will thus choose the 
K-NN model.
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Integrated solution

• Combination of 3 models in order to predict the different categories regarding 
income, food security and education in which a given household is likely to fall 
in. 

• Conclusion: 
- For income and education access: K-NN model will be used 
- For food security: Decision tree model will be used

Next step: write an integrated script that takes any socio-economic dataset containing the 
predictors as arguments and that returns the categories predicted for the household income, 
education access and food security evolution with COVID-19. 



Application : 
Context

• TOUTON SA is a company specialized in soft 
commodities. The sustainability department of 
TOUTON manages several sustainability projets in 
sourcing countries (including Uganda, Ghana, Côte 
d’Ivoire, Kenya, Nigeria and Madagascar) aiming at 
helping farmers improving their income and 
livelihoods and requiring large scale data collection. 

• TOUTON has collected data on a sample of 304 
coffee farmers in Uganda on their livelihoods and 
agricultural practices. Several variables included in 
this survey have been used as predictors for our 
different prediction models.

• Therefore, with the consent of TOUTON SA, we 
have applied our different models that we 
developped with open source data to their coffee 
farmers datasets in order to assess their 
vulnerability to COVID regarding food security and 
their access to education.



Application : Cleaning and processing

STEP0: Getting all parties consent to use the data for visualisation only

STEP 1: Retrieving the predictors from the coffee farmer survey in Uganda

STEP 2: Cleaning the data and replacing missing values (using extrapolations)

STEP 3: Import the dataset in the integrated script and applying the 2 predicting 
models on income, food security and education access to the dataset

STEP 4: Creating a dataset containing the farmer ID as well as the 3 predictions. 
This dataset is the prediction dataset.

STEP 5: Merging the geospatial data on farmers with the « prediction dataset ».

STEP 6: Importing the data in Arcgis enterprise

STEP 7: Building a « Vulnerability map dashboard » to visualise the results



Application : Visualizing coffee farmers that are the 
most vulnerable to COVID consequences



Conclusion: Our solution
A statistical segmentation to better understand the 
impact of a household socio-economic characteristics 
on their vulnerability to COVID-19 and their 
consequences. 

A integrated prediction model in order to 
assess the vulnerability of households to 
COVID-19 regarding their income, food 
security and education access



Next steps: data science for vulnerability 
measurement

Why ?: Vulnerability measurement is key in sustainable development: predicting the ability 
of households to cope with any kinds of shocks. 

How ?: 
1. Mapping available socio-economic data on households: definition of key predictors based 
on a factor analysis of socio-economic factors on vulnerability. 
2. Collecting data on households that faced a shock (e.g. climatic disaster, drought, 
pandemics etc.) in order to define more accurate predicted classes. 

I/ Improving the accuracy of reliability of the model and broadening the methodology to 
more global vulnerability analysis



Next steps: data science for vulnerability 
measurement

STEP 1: Selecting a targeted group for an intervention 

STEP 2: Collecting baseline data on the targeted group in order to calculate the different 
predictors of the model

STEP 3: Running the model on the collected predictors in order to identify the most
vulnerable populations on the different project’s area of intervention. 

STEP 4: Running an impact assessment in order to assess the added value of a vulnerability-
based approach for program implementation.

II/ Applying the model in order to build evidence-based and tailor-made programs



Annex 3: Data references

Data used to train the algorithm:

• LSMS dataset: https://microdata.worldbank.org/index.php/catalog/4183

• High Frequency Phone Survey on COVID-19: 
https://microdata.worldbank.org/index.php/catalog/3765

Data on which the model was applied: 

• Uganda Socio-Economic Survey Coffee farmers: Touton Property

https://microdata.worldbank.org/index.php/catalog/4183
https://microdata.worldbank.org/index.php/catalog/3765


Experience from a Big Data Expert

Vladimir Gonçalves Miranda
Instituto Brasileiro de Geografia e Estatística
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CREDITS: This presentation template was 
created by Slidesgo, including icons by Flaticon, 
and infographics & images by Freepik. 

@unbigdatahackathon

Do you have additional questions?

un-big-data-hackathon@unmgcy.org

Q&A

130

Follow us on:

@unbigdatahack

@unbigdatahackathon

http://bit.ly/2Tynxth
http://bit.ly/2TyoMsr
http://bit.ly/2TtBDfr
https://twitter.com/unbigdatahack
https://www.instagram.com/unbigdatahackathon/?hl=en
https://www.facebook.com/unbigdatahackathon

